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1 VEZETOI OSSZEFOGLALO

Jelen allasfoglalas célja, hogy a mesterséges intelligencia rendszereket a Kiberbiztonsagi tv.
szerinti elektronikus informacids rendszer (EIR) strukturaba illessze, és egyértelmi besorolasi
szempontokat adjon NIS2-felkésziiléshez.

A besorolas kdzponti elve, hogy nem a ,,MI” technolégiai cimke szamit, hanem az adat utja, a
feldolgozas helye és a szervezet rendelkezési joga az eréforras felett. Ennek megfeleléen a
SaaS/felhds MI-szolgaltatasok és az API-alapu integraciok a felhds szolgaltatasok kozé kertilnek,
ahol az adatok elhagyjak a szervezetet, a kontroll foként hozzaférés-kezelésre, konfiguraciora és
adatkiildési szabalyokra terjed ki.

Az on-premise, sajat lizemeltetésti MI egyértelmiien sajat EIR-nek mindsiil, ahol a szervezet
teljes korl rendelkezési joggal és felel6sséggel bir az infrastruktira, a modell és az adatok felett,
igy az auditmélység is a legnagyobb. A shadow MI (magénfidkok, drnyékinformatika) nem
tekintheté EIR-nek, ugyanakkor kiemelt biztonsagi kockazat, amelyet szabalyzassal, oktatassal
és technikai kontrollokkal kell kezelni. Minden MI-hasznalatot szerepeltetni kell az
EIR-nyilvantartdsban, mert az ,elfelejtett” MI-rendszerek megnovelik az adatszivargas és
megfelelési kockazatot.

2 A VIZSGALANDO KERDES

Hogyan soroljuk be Mesterséges Intelligencia (MI) rendszereket az EIR struktiraba?

3  VALASZ

3.1 Fogalmi behatarolas

3.1.1 Ml rendszer

A magyar jogrendszerben a mesterséges intelligencia rendszerek fogalmat kozvetlenil a
mesterséges intelligenciardl sz616 unios rendelet (Al Act)! hatirozza meg. A hazai végrehajtasi
torvény rogziti, hogy a fogalmakat az unids rendelet szerint kell értelmezni.

2025. évi LXXV. torvény 2. § ,,Ha e torveny eltéréen nem rendelkezik, az
e torvényben és az annak végrehajtasat szolgalo jogszabalyokban
alkalmazott fogalmakat az (EU) 2024/1689 eurdpai parlamenti és tandcsi

1 Az Eurépai Parlament és a Tanics (EU) 2024/1689 rendelete (2024. jinius 13.) a mesterséges intelligenciara
vonatkoz6 harmonizalt szabalyok megallapitasarol, valamint a 300/2008/EK, a 167/2013/EU, a 168/2013/EU, az
(EU) 2018/858, az (EU) 2018/1139 és az (EU) 2019/2144 rendelet, tovabba a 2014/90/EU, az (EU) 2016/797 és az
(EU) 2020/1828 iranyelv modositasarol (a mesterséges intelligenciarol szo16 rendelet).
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rendelet 3. cikkében szereplé meghatdarozasok szerinti tartalommal kell

s

értelmezni.’

Ennek megfeleléen az MI rendszer pontos jogi definicioja a kdvetkezo:

MI Rendelet 3. cikk 1. pont

L, »MI-rendszer«: gépi alapu rendszer, amelyet kiilonbozo
autonomiaszinteken torténd miikodésre terveztek, és amely a bevezetését
kovetden alkalmazkodoképességet tanuisithat, és amely a kapott
bemenetbdl explicit vagy implicit célok érdekében kikovetkezteti, miként
generdljon olyan kimeneteket, mint példaul elorejelzéseket, tartalmakat,
ajanlasokat vagy dontéseket, amelyek befolydsolhatjak a fizikai vagy a
virtualis kérnyezetet,;”

A definici6 kulcselemei a kovetkezok:

e arendszer gépi alapi, tehat szoftveres vagy hardveres kryezetben [fut;

e képes bizonyos fokl autondémidra, vagyis emberi beavatkozas nélkill is képes
részfeladatok végrehajtasara;

o alkalmazkodoképességgel rendelkezhet, azaz képes lehet a miikddése soran tanulni vagy
valtozni;

o kovetkeztetési képességgel bir, amellyel a bemeneti adatokbol kimeneteket (tartalmat,
dontést, elorejelzést) general.

Fontos tisztazni, hogy az MI rendelet jogi szovege (normaszdveg) nem tartalmaz 6nallo
definiciot a ,,generativ MI” (generative Al) kifejezésre a 3. cikk fogalommeghatarozasai kozott.

alapjaként, amely magéban foglalja a generativ modelleket is.

A jogszabaly preambuluma azonban kifejezetten 6sszekoti a két fogalmat, és tisztazza a generativ
MI helyét a rendszerben.

MI Rendelet (99) preambulumbekezdés

., A nagy generativ MI-modellek az daltalanos célu MI-modellek tipikus
peéldai, mivel rugalmas tartalomeléallitast tesznek lehetévé, példaul
szoveg, audio, képek vagy video formajaban, amelyekbe konnyen beleillik
kiilonféle feladatok széles kore.”

A jogi relevanciaval bird definicio tehat az altalanos céla MI-modell, amelyre a szigorabb
szabalyok (pl. atlathatosag, szerzdi jogi megfelelés) vonatkoznak:

MI Rendelet 3. cikk 63. pont
., »altalanos céli MI-modell«: olyan MI-modell — ideértve azt is, amikor
az ilyen Ml-modell tanitisa nagy adatmennyiséggel, nagy léptékii

Commented [ZB1]: nem vagyok IT guru, de sztem az Ml maga
szoftver, amihez meglehet6s hardver kell. Tehat az MI rendszer vagy
csak szoftver, vagy szoftver és dedikalt hardver (amennyiben az adott
MI rendszerhez sajat hardvert épitenek).
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onfeliigyelet mellett torténik —, amely jelentds dltalanossagot mutat, és
forgalomba hozatalanak modjatdl fiiggetleniil, kiilonféle feladatok széles
korének elvégzésére képes, valamint tobbféle downstream rendszerbe
vagy alkalmazasba integralhato, azon MI-modellek kivételével, amelyeket
a forgalomba hozatalukat megelézden kutatdsi, fejlesztési vagy

prototipus-alkotasi tevékenységekre hasznalnak;”

Tovabba a rendelet meghataroz atlathatosagi kotelezettségeket az olyan rendszerekre, amelyek
szintetikus tartalmat hoznak létre (ez a generativ MI elsédleges funkcidja).

MI Rendelet 50. cikk (2) bekezdés

., A szintetikus hang-, kép-, video- vagy szoveges tartalmat létrehozo MI-
rendszerek — koztiik az daltalanos céli MI-rendszerek — szolgaltatoinak
biztositaniuk kell, hogy az MI-rendszer kimeneteit géppel olvashato
formatumban jeloljék meg, és azok mesterségesen létrehozottként vagy
manipulaltkent észlelhetok legyenek.”

A generativ MI jogi szempontbdl olyan, jellemzden altalanos céli MI-modellen alapulo rendszer,
amely:

e képes 1j, szintetikus tartalom (szdveg, kép, hang, video) 1étrehozasara;
o sokféle feladat elvégzésére alkalmas és kiilonbozd alkalmazasokba integralhato;

e specifikus atlathatosagi kovetelmények alad esik, kiilondsen a kimenetek jeldlése
tekintetében.

3.1.2 Az EIR fogalma

Az elektronikus informacios rendszer fogalmat a Magyarorszag kiberbiztonsagarol szol6 2024.
évi LXIX. térvény (Kiberbiztonsagi tv.) az alabbiak szerint definialja:

., elektronikus informacios rendszer: a) az elektronikus hirkézlésrol szolo
torveny szerinti elektronikus hirkozlési halozat, b) barmely eszkéz vagy
egymassal osszekapcsolt vagy kapcsolatban allo eszkozok csoportja,
amelyek koziil egy vagy tobb valamely program alapjan az adatok
automatizalt kezelését végzi, ideértve a kiber-fizikai rendszereket, vagy c)
a b) pontban szerepld elemek daltal miikodésiik, hasznalatuk, védelmiik és
karbantartasuk céljabol tarolt, kezelt, visszakeresett vagy tovabbitott
digitalis adatok;” [2024. évi LXIX. térvény 4. § 24. pont]

Amennyiben az MI rendszerrel adatokat kezelnek, tarolnak vagy dolgoznak fel, az MI rendszer
miikdtetéséhez hasznalt eszkdz vagy eszk6zok csoportja az a fenti definicid alapjan EIR-nek
vagy annak elemének mindsiil.

3.2 Az Ml rendszerek besorolasa az EIR struktiariba

A kiberbiztonsagi audit egyik legkritikusabb 1épése az EIR-ek (Elektronikus Informacios
Rendszerek) helyes azonositasa és besorolasa. Az MI rendszerek megjelenése 0j kihivast jelent,



KERESKEDELMI Projekt
ES [PARKAMARA

@ MAGYAR ‘ VFP Vallolkozasfejlesztési VFP2 KiberVéd - NIS2 Audit felkészités

mivel ezek egyszerre viselkedhetnek szoftverként, szolgaltatasként vagy akar adatfeldolgozo
platformként. A besorolas kulcsa nem a technologia neve (pl. "MI"), hanem a felhasznalas modja,
az adataramlas iranya és a szervezet rendelkezési joga felette.

A besorolast az alabbi kategériak szerint javasoljuk. Az EIR besorolasnal nem a technoldgiai
"hype"-ra kell a hangsulyt fektetni, hanem az adat utjara. Ha az adat elhagyja a szervezetet, a
rendszert felhdés szolgaltatoként kell kezelni. Ha az adat nem hagyja el a szervezetet, sajat
rendszerként kezelendd. Fontos szempont, hogy az Ml rendszerek nem hagyhatok ki a leltarbol,
mert egy "elfelejtett” MI-hasznalat konnyen vezethet adatszivargashoz.

3.2.1 SaaS / felhds MI szolgaltatasok (publikus modellek eléfizetéssel)

Ez a leggyakoribb vallalati felhasznalasi mod (pl. Anthropic Claude, Grok, ChatGPT Enterprise,
Google Gemini for Workspace, Microsoft Copilot).

Ezeket a rendszereket célszer(i a "FelhGs szolgaltatasok" vagy "Tamogaté rendszerek" kozé
sorolni, hasonléan egy Microsoft 365 vagy egy Salesforce eldfizetéshez

Audit és adatvédelmi szempontbol a mechanizmus azonos mas felhdszolgaltatasokkal, a

szervezet adata "kimegy" a felhdbe, ott feldolgozasra keriil, majd az eredmény "visszajon". Az,

hogy a hattérben egy nyelvi modell (LLM) végzi a feldolgozast, az EIR besorolds szempontjabdl

masodlagos; a Iényeg az adatfeldolgozas kiszervezett jellege.

Audit szempontbol itt a szervezetnek korlatozott a rendelkezési joga (nem fér hozza a

szerverekhez, nem mddosithatja a modell forraskodjat), a feleldssége els6sorban a hozzaférés-

kezelésre (ki hasznalhatja?), a konfiguraciora (pl. history mentése ki/be) és a feltoltott adatok Commented [a2]: Ebbol tablazatot kellene csinilni
kontrolljara terjed ki.

3.2.2 APl alapu integracid (bedgyazott MI)

Azok az esetek tartoznak ide, amikor a szervezet nem kozvetleniil a webes feliileten chatel az
Ml-vel, hanem egy sajat fejlesztésli vagy belsd szoftver hivja meg a szolgaltatd (pl. OpenAl,
Anthropic) API-jat.

Bér technikailag kiilonbozik a webes hasznalattol, az audit logikaja szerint ez is a Felhds
szolgaltatasokhoz vagy a kapcsolodo tizleti alkalmazas (pl CRM rendszer) részeként kezelendé.
Az adatvédelmi és informaciobiztonsagi kockazat azonos a SaaS modellel, az adatok elhagyjak
a szervezet hatarat, atmennek egy API csatornan, feldolgozzék 6ket, majd visszatérnek.

Az audit fokuszaban a hitelesités (API kulcsok védelme), a titkositas (csatornavédelem) és a
naplozas all. A besorolasnal nem feltétleniil kell kiilon "MI EIR-t" képezni, hanem a hivast
kezdeményezd iizleti alkalmazas (pl. egy belsé dokumentumelemzd szoftver) részeként, annak

"kiils6 fuggbségeként” jelenik meg. Commented [a3]: Tiblazat

3.2.3 On-premise (sajat iizemeltetésii) MI

Ez a legtisztabb, de egyben a legnagyobb iizemeltetési terhet jelentd kategoria. Ilyenkor a
szervezet letdlt egy nyilt forrdskodt modellt (pl. LLaMA, Mistral) és sajat szerverparkon vagy
privat felhdben futtatja.
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EIR besorolas szempontjabol egyértelmiien sajat EIR-nek mindsiil. Kezelhet6 6nallé "MI EIR"-

ként, vagy ha szorosan integralodik egy iizleti folyamatba, akkor az "Uzleti rendszerek"

csoportba is tehetd.

Mivel a szervezet birtokolja a hardvert (vagy a privat felhds eréforrast), a szoftvert és az adatot

is, itt a teljes rendelkezési jog érvényesiil.

Audit szempontbdl a szervezet felel minden szintért: az operacios rendszer frissitésétdl (patch

management) a modell biztonsagaig. Itt a legmagasabb a kockazat a konfiguracios hibakra és a

sériilékenységekre (pl. elavult Python konyvtarak), ezért az auditor ezt a teriiletet fogja a

legmélyebben vizsgalni. Commented [a4]: Tiblazat

3.2.4 Shadow IT - shadow MI (drnyékinformatika) és maganfidkok

Azok az esetek tartoznak ide, amikor a munkavallalok a sajat, privat fidkjaikat (pl. ingyenes
ChatGPT, DeepL) hasznaljak céges feladatokra, a szervezet tudta vagy jovahagyésa nélkiil.

Ez nem EIR, hanem biztonsagi kockazat/ incidensforras. Nem lehet auditalni a hagyomanyos

értelemben, mivel a cégnek nincs felette rendelkezési joga (nem tud jelszot resetelni, nem latja a

logokat, nem tudja tor6lni az adatokat kilépéskor).

Mivel nem sorolhatd be hivatalos EIR-ként, a kezelése a szabalyozas (tiltas/tlirés) és az oktatas

teriiletére esik. Az audit soran az auditor azt vizsgalja, hogy a szervezetnek van-e szabalyzata a

Shadow IT visszaszoritasara, és tesz-e technikai 1épéseket (pl. webfilter, CASB) ezek

blokkoléasara vagy monitorozasara. Commented [a5]: T4blazat

4 FELHASZNALT FORRASOK

e 2025. évi LXXV. torvény az Eurdpai Unié mesterséges intelligenciardl szo6lo
rendeletének magyarorszagi végrehajtasarol;

e 344/2025. (X. 31.) Korm. rendelet az Eurdpai Uni6é mesterséges intelligenciarol sz6lo
rendeletének magyarorszagi végrehajtasarol szolo 2025. évi LXXV. torvény
végrehajtasarol;

e Az Eurdpai Parlament és a Tanacs (EU) 2024/1689 rendelete (2024. junius 13.) a
mesterséges intelligenciara vonatkozd harmonizalt szabalyok megallapitasarol, valamint
a 300/2008/EK, a 167/2013/EU, a 168/2013/EU, az (EU) 2018/858, az (EU) 2018/1139
és az (EU) 2019/2144 rendelet, tovabba a 2014/90/EU, az (EU) 2016/797 és az (EU)
2020/1828 iranyelv modositasarol (Al Act).

e 2024. évi LXIX. térvény a Magyarorszag kiberbiztonsagarol (Kiberbiztonsagi tv.)

e 7/2024. (V1. 24.) MK rendelet a biztonsagi osztalyba sorolas kdvetelményeir6l, valamint
az egyes biztonsagi osztalyok esetében alkalmazandé konkrét védelmi intézkedésekrdl



